Shaping Microsound Using Physical Gestures
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This paper presents a system for controlling the structure of synthesized sounds at the waveform level using physical gestures. The purpose of the system is to allow intuitive, natural, and immediate interaction with a sound synthesis model based on a non-standard synthesis technique. Instead of manipulating numerical parameters which are, in case of non-standard synthesis, typically abstract and without acoustical meaning, musicians can shake a mobile device in order to shape the structure of synthesized waveforms. The system receives raw data captured from accelerators, extracts relevant statistical features, and maps them into parameters of a dynamic stochastic synthesizer. Mapping is based on fuzzy logic in order to ensure a non-linear and non-injective relation defined within explicit mapping rules. Experimentation proves that the system provides natural, immediate, and expressive control which is convenient both in the composition process and in live performances.
1 Introduction

Sound synthesis using analog and digital electronic devices allows composers to create novel sonorities that characterize their compositions uniquely. Controlling the timbre and its changes over time is an important compositional aspect which provides coherence between musical form, structure, and material (Manousakis, 2009). Stockhausen emphasized that “every sound is the result of a compositional act” (Stockhausen, 1963), while Di Scipio wrote that “synthesis can often be thought of as micro-level composition” (Di Scipio, 1995) referring to the idea that sound synthesis allows composing timbers instead of just employing them in higher-level musical structures (Brün, 2004).

Sound synthesis techniques particularly oriented to the micro-level composition and sound microstructure are non-standard methods (Thomson, 2004). Instead of relying on theoretical acoustical models, reproduction of actual sounds, or psychoacoustic phenomena, non-standard synthesis methods are based on mathematical models and compositional abstraction (Holtzman, 1979). Such an approach allows composers to describe waveforms, their organization and transformation, without imposing their acoustical consequences. Thereby, many compositional aspects are reduced to controlling the sound synthesis process and creating sounds at the waveform level.

Non-standard techniques, idiomatic to digital sound synthesis, attracted the attention of researchers and composers, especially in the 1970s. Even though most of the non-standard techniques produce sounds by generating waveforms in the time domain, several principally distinct approaches emerged: synthesis based on rules (Berg, 1979; Berg, Rowe and Theriault, 1980, Brün and Chandra, 2001; Holtzman, 1979), stochastic approach (Xenakis, 1992), fractal interpolation techniques (Yadegari, 1991; Monro, 1995; Dashow, 1996), and other approaches (Valsamakis and Miranda, 2005; Collins, 2008).

Since non-standard synthesis techniques are not focused on acoustical features of the synthesized sound, their controllable parameters usually do not bear acoustical meaning. The parameters serve as abstract numerical inputs of mathematical models for waveform generation. In order to achieve desired waveforms, composers need to understand all the details of the applied synthesis model and its capabilities. While this is not a limiting factor for composers who developed the synthesis models themselves, the lack of intuitiveness may negatively affect the efficiency and inspiration of those who do not use their own models. The process of shaping micro-sound should be closer to the way how composers imagine sound structures. A more intuitive way of
controlling parameters of non-standard synthesis models would allow composers to think within the musical domain during their creative process. Additionally, such an approach would be more convenient for applications in which immediate control is needed, such as for live performances or interactive installations.

As a solution for intuitive control of non-standard synthesis techniques, we propose a system for detecting physical gestures and mapping them into sound synthesis parameters. Physical gestures as a means for controlling the process of sound generation are already widely used in the area of dance-music intermodalities and applications related to enhancing musical content by physical actions (Friberg, 2005; Heile, 2006). An advantage of physical gestures for composing at the micro-level would be the intuitive and immediate relation of natural movement with waveforms synthesized by non-standard models. Instead of manipulating numerical parameters, composers could achieve their ideas and develop unique expressivity by experimenting with physical movements. The system proposed in this paper extracts selected features from the physical gestures and maps them into synthesis parameters. The purpose of this mapping is to achieve natural relations between gestures and the structure of synthesized waveforms. Transitive, physical gestures may be also related to the acoustical features of the synthesized sound, but only to the extent to which synthesis parameters are related to acoustical features.

The system for shaping microsound using physical gestures described in this paper employs the dynamic stochastic synthesis as an underlying synthesis model. We selected this synthesis technique because it is purely parametric unlike some other non-standard methods which require setting up rules or initial states.

2 Dynamic Stochastic Synthesis

Before presenting the overall system, here is a short overview of the employed synthesis model. Dynamic stochastic synthesis was devised by Iannis Xenakis as a result of his ambition to achieve unified and simultaneous engagement on different time-scales within the composition, from the overall structure of the composition to its microstructure and tone quality.

Dynamic stochastic synthesis generates samples by interpolating a set of breakpoints which change their amplitudes and positions in time stochastically. A breakpoint position is represented relatively to the preceding breakpoint and it is commonly called "breakpoint duration". Initial amplitudes and durations are usually chosen randomly or taken from a trigonometric function.
At every repetition of the waveform, these values are varied independently of each other using random walk. That means that both the amplitude and the duration of a certain breakpoint are changed by adding random steps to the values in the previous cycle as shown in Figure 1. A succession of random steps applied on all breakpoints causes the continuous variation of the waveform. The amount and character of the variation depend on a selected probability distribution and its parameters. Both amplitude and duration random walks are limited each with two reflecting barriers which bounce excessive values back into the predefined range.

These barriers prevent breakpoints from straying too far from their initial positions and therefore enable control over amplitude and frequency ranges of the overall waveform.

Parameterization of the synthesis model is achieved through: (1) the number of breakpoints in a waveform, (2) barriers of the amplitude random walk, (3) probability distribution of the amplitude random walk and its parameters, (4) barriers of the duration random walk, and (5) probability distribution of the duration random walk and its parameters. The amplitude barriers provide control over the amplitude range of the generated waveform, while the duration barriers define minimal and maximal number of samples between two breakpoints. If changes in amplitude and duration between successive repetitions are small, the synthesized sound is relatively simple, but it can have interesting modulation effects. On the other hand, as changes become more prominent, the sound becomes more complex and noisier.

Detailed explanations of the synthesis model can be found in (Serra, 1993) and (Luque, 2009), while several other researchers proposed extensions of the original algorithm (Hoffman, 2000; Brown, 2005; Young, 2010). Since the first implementation by Iannis Xenakis did not provide any means of controlling the synthesis process, some authors suggested interface designs for direct parameter control (Hoffman, 2000; Bokesoy and Pape, 2003; Brown, 2005). An interesting solution was also a mobile application which obtained parameters from multi-touch gestures and...
accelerometers (Collins, 2011). In all of the mentioned approaches, the values from controllers or sensors were directly mapped into synthesis parameters which remained transparent to composers. In order to hide numerical parameters, in our previous research we proposed intuitive control by an input audio signal (Kreković and Brkić, 2012) and using MIDI messages (Kreković and Petrinović, 2013).

In this paper we present a novel approach focused on using physical movements for controlling dynamic stochastic synthesis and thereby for the intuitive shaping of synthesized waveforms. The following chapters describe the system design, experiments, and results yielded within this research.

3 System Overview

As has been mentioned previously, the main goal of this interactive system is to provide a simple and intuitive method for shaping waveforms by shaking a mobile device. Therefore, the central problem of the research is establishing natural mappings between the shaking gestures and the synthesis parameters.

The first step was to choose features of the shaking gesture which could be extracted from the raw physical movements. Since the intention was to establish a relation between the features and the waveform structure, we searched for lower-level features which could not bear meaning, symbols, or metaphors. The information used for shaping microsound should be contained at the phenomenological level of the physical movement and not on the symbolic level. To cover cinematic, frequential, and spatial phenomenological aspects of physical movements we selected the following features as relevant for our study: intensity, frequency, and shaking direction.

In order to extract the aforementioned features using a computer system, the prerequisite is to capture raw physical movements and represent them as a stream of numbers. That functionality is available in a mobile application which serves as a controller. As the user shakes the mobile device, the mobile application captures data from accelerometers and sends them to the server side. The communication between the application and the server side is based on the Open Sound Control (OSC) protocol which is a widely-used and standardized protocol for networking sound synthesizers, computers, and other multimedia devices. This way, we can use any existing mobile application that can read data from accelerometers and form appropriate OSC messages. Besides the compatibility with many existing iOS and Android applications for smartphones, the implementation of the OSC protocol also opens opportunities for running client applications on different types
of devices such as smart watches and other wearable devices with accelerometers. There are countless possibilities when the use of such devices in performances is concerned.

The server-side application receives the raw data from accelerometers, extracts relevant features, maps those features into sound synthesis parameters, and finally produces an audio signal using dynamic stochastic synthesis. The mapping between features of the shaking gestures and synthesis parameters is a non-linear and non-injective mapping based on rules which can be elicited from knowledge of a human expert. To implement such a mapping we opted for an expert system based on fuzzy logic. The overall system architecture with corresponding data flow is shown in Figure 2.

### 3.1 Movement Analysis

Raw data from accelerometers represents instantaneous accelerations of the mobile device and do not quantify physical gestures directly. However, there are higher-level features extracted from the raw data that can better describe the nature of movements. Since the dynamic stochastic synthesis produces rich and complex sounds with organic quality, we opted for shaking movement as a gesture which can, to some degree, metaphorically represent the waveform structure and its acoustical qualities.

The first feature, which represents the cinematic phenomenological aspect of the physical gesture, was the shaking intensity. The intensity is calculated as the root mean square (RMS) of the acceleration changes for all three axes:

\[
\text{intensity} = \sqrt[3]{\frac{1}{3}[(a_x[n] - a_x[n-1])^2 + (a_y[n] - a_y[n-1])^2 + (a_z[n] - a_z[n-1])^2]}
\]

where \(a_x[n]\), \(a_y[n]\), and \(a_z[n]\) represent discrete values of acceleration respectively in the \(n\)-th step at the axes \(x\), \(y\), and \(z\). In order
to smooth the spikes, a running average filter is applied to the calculated root mean square.

The second feature we selected was the measure of how fast the user shakes the device. We called this feature “shaking frequency”. This measure is calculated based on the number of zero-crossings. Each time that the motion of the device changes direction, the sign for acceleration on some axes changes as well. Therefore, the number of crossings through the zero value can be approximately correlated with the frequency.

The purpose of the third and final feature is to quantify how complex the shaking movement is. For simplicity’s sake, we call this measure “shaking direction”. If the user shakes the device just along one axis (e.g. up and down), this feature has a low value, but if the user makes loops and changes directions very often, the feature will have higher values. The measure is based on the maximal absolute difference between the acceleration changes on two axes in the same moment. A running average filter is again used to smooth spikes.

3.2 Fuzzy Mapping

The higher-level features are mapped into sound synthesis parameters according to desired relations to the synthesized waveforms. The intensity is intended to correlate with the amplitude and the structural complexity of the generated waveform. More vigorous movements of the device should cause higher amplitudes of the synthesized signal and more prominent changes of breakpoint positions. The shaking frequency is intended to be related to the frequency range and frequency drifts of the synthesized waveform. It should, consequently, affect the impressions of pitch and timbral flux. Faster movements of the device should result with smaller duration limits, greater frequency drifts, and shorter waveform cycles. Finally, the shaking direction is intended to control the dynamicity of the amplitude and the frequency changes of the waveform. Simpler movements of the device should cause steadier waveforms and simpler timbres, while loops and sudden changes of the shaking direction should cause faster developments of the waveform and thereby more complex timbres.

An expert system based on fuzzy logic was chosen as the most convenient solution for mapping gestural features into synthesis parameters. Fuzzy logic is a form of probabilistic logic which supports the concepts of partial truth and linguistic variables (Zadeh, 1965). This is suitable for quantifying imprecise information and making decisions based on incomplete data (Kosko, 1993).

Mappings between gestural features and synthesis parameters are described by fuzzy rules with linguistic variables. An example
of a linguistic variable is the “intensity”, whilst its linguistic terms are “low”, “medium”, and “large”. Inputs in a fuzzy logic system are usually numeric, so it is necessary to convert these numeric values into linguistic terms. An input value can partially satisfy several linguistic variables at the same time. For example, if the feature has a value of 0.3, the “intensity” is somewhere between “low” and “medium”.

Fuzzy rules are specified in the form of IF-THEN statements:

IF \( x_i \) IS \( S_i \) AND/OR \( x_n \) IS \( S_n \) THEN \( y \) IS \( T \)

where \( x_i \) represents input fuzzy variables, \( y \) is the output variable, while \( S_n \) and \( T \) stand for input and output linguistic terms. The first step of applying the fuzzy model is to convert input variables into fuzzy logic variables. Then, output variables are calculated by evaluating the rules and the output values are converted to numeric form.

Fuzzy logic enables nonlinear many-to-many mappings between gestural features and synthesis parameters, while the rules based on linguistic variables can be easily understood and specified by composers. Because of these properties, systems based on fuzzy logic have been previously used in the musical domain for coding musical gestures (Orio and De Prio, 1998), analyzing the emotional expression in music performance (Friberg 2004), mapping between visual and aural information (Cádiz, 2006), sound synthesis (Miranda and Maia, 2005; Cádiz and Kendall 2005), and several other applications.

The fuzzy logic model specifies input and output variables, membership functions, fuzzification and defuzzification methods, and mapping rules for the expert system based on fuzzy logic. In our implementation, the fuzzy logic model can be specified using Fuzzy Control Language (FCL). This language is standardized by the International Electrotechnical Commission standard IEC 61131-7. The fuzzy rules have an intuitive IF-THEN form which allows musicians to modify and write new rules by themselves.

The fuzzy logic model used for this research accepts three features extracted from the raw data received from the mobile application. The fuzzy logic model has 5 outputs which represent values of sound synthesis parameters. All the membership functions used in the fuzzy model have a triangular form. To defuzzify output variables, the fuzzy logic model uses a technique based on the center of gravity which is the typical approach for models with real-valued output variables.

The rule set for calculating audio features consists of 30 rules which were manually written and adjusted after several iterations of subjective testing by the authors. Here are some examples of the rules:

IF frequency IS little THEN durationUpperLimit IS small;
3.3 Implementation

The server-side was implemented using Pure Data, a visual programming environment for music and multimedia projects. The expert system based on fuzzy logic was implemented as a Pure Data external component which served as an interface between Pure Data and the jFuzzyLogic library (Cingalogni and Alcalá Fernández, 2012). Since jFuzzyLogic was written in Java, wrapper functions that rely on JNI calls have been implemented to serve as glue code between the main functions of the external written in C and the Java library.

4 Results

Experimentation with the system has shown that the intended mapping between physical gestures and the synthesis parameters has been achieved in accordance with initial requirements. Since we implemented a priori knowledge about synthesis parameters within the fuzzy model, physical gestures are also intuitively related to acoustical results. Stronger shaking causes more complex and louder sound, faster shaking produces higher average pitch with an increase in frequency drifts, while changes in the direction of shaking also affect the synthesized timbre. The overall impression of the sound is transparently and immediately related to physical gestures. Figure 3 shows data captured during one experiment and proves the established relations between
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**Fig 3.** Data captured during a period of 11 seconds. The top chart shows features extracted from physical movements, while the second and the third charts show values of synthesis parameters produced by the expert system based on fuzzy logic. Pictured at the bottom are the waveform and the spectrogram of the resulting sound.
selected features of the shaking movement, sound synthesis parameters, and the acoustical qualities of the synthesized sound.

The expressivity of this interface is satisfying. By combining different shaking intensities, frequencies, and directions, various timbral results can be achieved, from simple steady sounds to buzzy and noisy timbres which are characteristic of dynamic stochastic synthesis. However, mapping three movement features into five sound synthesis parameters meant deliberate and necessary limitations of the expressivity when compared to direct parameter control. Additionally, the selected features of shaking movements are not completely independent. For instance, it is difficult to increase the shaking intensity without increasing the shaking frequency. The consequence of such a dependency is that sounds with both low pitch and complex timbral texture cannot be easily achieved. However, the expressivity of the synthesized sound corresponds to the expressivity of the shaking movement, so we believe that users will not be able to notice those missing aspects of expressiveness, unless they have a lot of experience with dynamic stochastic synthesis and strict expectations before they start using the system.

5 Conclusions and Future Direction

As a solution for intuitive and immediate sound shaping at the micro-level, we proposed a system for mapping physical gestures into parameters of dynamic stochastic synthesis. The benefit of the proposed approach in comparison with direct parameter control is that it is straightforward and does not require deep understanding of the underlying sound synthesis model. This system is also convenient for live performances in which transparent mapping between movements and sound can be exploited in many ways. Unlike other similar systems for controlling synthesis parameters, this one is particularly focused on a non-standard synthesis method and therefore can be observed as an approach for shaping microsound using physical gestures.

From this point on, future research can continue in two different directions. The first one is achieving even closer connections between movements and the microsound by developing a new non-standard synthesis technique which would directly rely on nuances of physical movements instead on stochastic processes. Such a synthesis method would be interesting for dancers and choreographers who could explore the links between microstructures and acoustical features of synthesized sounds and dance movements.

The other research direction would be completely different. Instead of subordinating a synthesis model to the nature of
movement, the system for gesture detection could be extended to understand a much larger vocabulary of complex gestures. That way, gestures could be used as symbols and metaphors for triggering various modes of sound synthesis. As a result, higher expressivity could be achieved with interesting results in the context of dance-music intermodalities.

To conclude, the results of this research are generally encouraging with regards to our intention to develop a system for controlling the sound microstructure with physical movements. The proposed approach can be employed to control dynamic stochastic synthesis more easily and effectively, it can be used in live performances, and it can serve as a base for future research.
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